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SUMMARY

The quantifi cation of the carbon dioxide emissions impact associated with 
land-use change for biofuels production is complicated by the fact that the 
carbon costs from land-use change and the avoided emissions from substi-
tuting biofuels for fossil fuel in transport occur over an extended period of 
time. Estimating the net carbon impact therefore requires a method for ag-
gregating the increased and avoided emissions that play out over time into a 
single fi gure. The choice of accounting method can have a signifi cant impact 
on the resulting net emissions measure for specifi c land-use options such as 
biofuels production. This in turn will infl uence the relative desirability of 
different land management scenarios for a given piece of land. Traditional 
cost-benefi t analysis regularly uses discounting to compare and aggregate 
monetary units over time. However, extrapolation of this approach to assess 
physical units of carbon dioxide emissions released or avoided in the future 
is not straightforward. Selection of an appropriate discount rate for physi-
cal carbon units requires a consideration of multiple additional variables. 
These include rates of carbon accumulation and decay in the atmosphere 
and estimates of the marginal damages arising or avoided from changes in 
atmospheric carbon stocks.

Accounting recommendations for quantifying the emissions impact of land-use 
change for biofeedstock production:
1. Ideally, a GHG accounting method for land use change associated with 

biofeedstock production should explicitly analyze the expected dam-
ages associated with those fl ows over time. The corresponding monetary 
units associated with this damage can then be discounted to determine 
how the impacts of future fl ows compare to those of the present. 

.



2 WORKING PAPER: Biofuels and the Time Value of Carbon

2. There is little theoretical justifi cation for discounting 
physical carbon fl ows. Discount rates used for physical 
carbon units are not analogous to monetary discount rates 
such as interest rates or the social rate of time prefer-
ence. They therefore should not be selected based solely 
on an extrapolation of how those fi nancial discount rates 
are usually applied.

3. The “project horizon” should be considered indepen-
dently of the longer atmospheric “impact horizon” when 
selecting appropriate discounting horizons. In the context 
of biofuels production, the “project horizon” refers to the 
period of time over which feedstock cultivation will occur 
(and benefi ts from displaced transport fossil fuel real-
ized). The “impact horizon” refers to the period of time 
over which impacts of increased or decreased emissions 
are felt in the atmosphere. 

4. The impact horizon should be applied as a rolling target 
that is measured relative to the year of emissions, which 
can occur at any point over the project horizon, rather 
than as a fi xed target that is measured relative to year 0 of 
the project. Atmospheric impacts are therefore fully ac-
counted for, whether the emissions or emissions savings 
occur at the end of the project or at the beginning.

5. When it is necessary to bypass the full-cost accounting 
suggested in #1, selection of a next-best discount proce-
dure for carbon units may need to consider: a range of 
possible discount rate values beyond those normally used 
for fi nancial discounting (including zero or negative num-
bers); different discount fi gures for the two distinct time 
horizons; and non-constant numbers such as declining 
discount rates for the longer impact horizon.

6. Salvaged carbon from acreage reversion or revegetation 
should not be considered as part of the GHG accounting 
protocol for land-use conversion for feedstock produc-
tion. Carbon benefi ts associated with revegetation are not 
guaranteed when acreage is initially converted to biofuels 
production, and should more appropriately be considered 
a benefi t associated with a future form of land-use change 
should such conversion occur. 

INTRODUCTION

In the United States, biofuels have been promoted as an al-
ternative to petroleum-based fuels. The anticipated benefi ts 
include boosting rural economies, promoting energy indepen-
dence, and reducing the greenhouse gas emissions associated 
with the transport sector. In recent years, however, experts 

have raised concerns about the magnitude of greenhouse gas 
(GHG) emissions arising from land-use change associated with 
the production of biofuel feedstocks. These concerns raise 
questions about the claims of GHG benefi ts associated with 
biofuel production and use (Searchinger, 2008). 

There have been two major legislative efforts to support the 
use of biofuels in the U.S. as a transport fuel alternative. In 
2007, California governor Arnold Schwarzenegger signed into 
law an executive order calling for a “Low Carbon Fuel Stan-
dard” requiring that California’s transport fuel supply contain 
10 percent less carbon dioxide than an equivalent amount of 
gasoline by 2020. Also in 2007, the Energy Independence 
and Security Act of 2007 (EISA 2007) expanded the existing 
2005 Renewable Fuels Standard (passed as part of the Energy 
Policy Act of 2005) to require that additional amounts of renew-
able fuels be blended into the nation’s fuel on an increasing 
schedule through 2022. In response to concerns about the 
GHG content of the biofuel, however, EISA 2007 departed 
from the original 2005 Renewable Fuels Standard (RFS) and 
added a GHG content threshold above which biofuels would 
not be considered as qualifying for the RFS. 

The regulatory processes supporting the California executive 
order and EISA legislation therefore require quantifi cation of 
the GHG content of the biofuel in order to ensure that they 
satisfy the GHG requirements of the law. Both the California 
Air Resources Board and the U.S. EPA are in the process of 
designing the necessary quantifi cation methodologies for this 
purpose. In both cases, GHG “content” is broadly interpreted 
to mean a life-cycle-based measure of all GHGs emitted 
throughout the production and transport of the fuel and its 
major inputs. The carbon dioxide released when biofuels are 
combusted as fuel is not included in such accounting because it 
is “short-cycle” carbon that was absorbed from the atmosphere 
as the biofuel feedstock grew. However, other GHG emissions 
arise at several stages in the production of biofuels that must 
be accounted for, including the GHG emissions associated 
with clearing or converting land, growing and fertilizing the 
feedstock, transporting the feedstock, and converting the 
feedstock into fuel.

Until recently, the possibility for signifi cant carbon dioxide 
emissions associated with land-use conversion for feedstock 
production was largely neglected. Although early life-cycle 
accounting of the GHG emissions of biofuels emphasized the 
importance of considering the underlying land-use change that 
enables feedstock production, few had the tools necessary to 
quantify those impacts (Farrell et al., 2006; Hill et al., 2006; Zah 
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et al., 2007). Recent research reports, however, have suggested 
that the potential magnitude of these emissions is signifi cant; 
Searchinger (2008) estimates that in some circumstances, 
the carbon dioxide release associated with indirect land-use 
impacts may be comparable to the carbon dioxide release 
from the entire rest of the fuel’s life-cycle, thereby nearly 
doubling estimates of the carbon content of the fi nal fuel.1 
To address such concerns, EISA 2007 specifi cally instructs 
that the quantifi cation methodology developed to support its 
GHG performance goals include “signifi cant indirect emissions 
such as signifi cant emissions from land use changes.” Both 
regulatory efforts are therefore driving the development of 
tools to quantify the GHG emissions from land-use change 
for feedstock production, and along the way unearthing and 
grappling with signifi cant methodological issues associated 
with carbon quantifi cation. 

One such quantifi cation complication arises because carbon 
emissions from land-use change, and the avoided emissions 
from substituting biofuels for fossil fuel in transport, are ongo-
ing over time. Efforts to quantify the net emissions associated 
with land-use change and attribute those emissions to current 
biofuel production or biofuels policy, therefore, must design 
an accounting methodology that allows them to compare and 
aggregate such emissions into a single fi gure that can be com-
pared across fuels and across other policy options for reducing 
GHG emissions.2 This paper will address the methodological 
accounting challenges that such ongoing emissions, and emis-
sions reductions, pose for quantifi cation protocols as well as the 
complexity of the strategies required to overcome them.

QUANTIFYING THE CARBON IMPACTS OF LAND USE CHANGE OVER 
TIME

When land is converted from forest to agriculture, there is a 
large initial carbon loss in the form of above-ground biomass.3 
This carbon may remain somewhat inert if it is redistributed 
as wood products but is immediately released if the land is 
cleared through burning. Soil carbon is then released over 
time as the land remains in cultivation, until the soil reaches 
a lower soil carbon equilibrium under the new production 
regime. The “carbon cost” of conversion is an aggregation of 
these factors, which play out over time, corrected for whatever 
above-ground carbon sequestration capacity the new land use 
is able to offer. Conversely, the carbon benefi ts of the new 
land use are fairly constant over time, and they comprise the 
displaced petroleum emissions gained from using the biofuel 
grown on that land. 

Calculating the net carbon costs of land-use conversion re-
quires that regulators somehow aggregate these costs and 
benefi ts over time in order to be able to compare the two 
paths in similar units. For such aggregation, it is necessary to 
select two important analytical parameters: 1) a time frame for 
analysis that sets temporal boundaries within which emissions 
or benefi ts are counted, and 2) some sort of weighting scheme 
that allows the analyst to compare one unit of emission (or 
displaced emission) that occurs today with a similar unit that 
occurs at variable points in the future. These parameters are 
familiar in economic analyses. In cost-benefi t analysis they 
are referred to as the “amortization period” and the “discount 
rate”, and they represent critical policy decisions about the 
relevant time frame for analysis and how much future emissions 
(or savings) will “matter” relative to those today. 

Unfortunately, there are few practical or theoretical guidelines 
that can be used to help select an appropriate set of parameters 
for aggregating the ongoing GHG emissions costs and benefi ts 
associated with biofeedstock production. Consider these pa-
rameters in the case of land conversion for biofuels production. 
In theory, converted land could be used for hundreds of years 
for the production of ethanol to displace fossil fuel. Should 
we therefore consider the total benefi ts of land conversion to 
be the yearly benefi ts of petroleum displacement aggregated 
over hundreds of years? Given changes in transport and fuel 
technology as well as expected changes in the availability of 
oil, it is unlikely that the plot of land will remain in continuous 
biofuel production, with a continuing impact on petroleum 
displacement, for that many years. But how does one choose 
the “appropriate” time frame for analysis? Do we expect 20 
years of carbon benefi t from the production of biofuels on that 
land? Or 30 years? Or 100 years?

Although the carbon costs of land conversion are often con-
centrated in the fi rst few decades after conversion, as above-
ground biomass degrades and soil carbon is released, clearly 
the estimated net benefi ts of land conversion will be highly 
sensitive to the amortization period.4 In an attempt to avoid 
this issue, some experts have presented their benefi t/cost com-
parisons in terms of “payback time.” Payback defi nes the time 
period that land would have to be used for feedstock produc-
tion in order for net GHG impacts to become positive (i.e., the 
point at which GHG benefi ts from displaced petroleum exceed 
the GHG costs associated with fuel and feedstock production). 
While this is a very useful fi gure for intuitively illustrating the 
magnitude of the problem, it does not preclude the need to 
make some sort of judgment about what time frame is relevant 
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for assessing and comparing the costs and benefi ts to determine 
net benefi ts from a land conversion decision.

But what arguments can one use to establish a “relevant” 
time frame? Some analyses have defaulted to a 30-year ana-
lytical time-frame (Righelato, 2008). Use of that time frame 
is sometimes based on the argument that ethanol plants are 
estimated to have a 30-year life-span, so feedstocks are likely 
to be produced for at least that long once land is converted. 
This number is, however, a shot in the dark—plants could be 
repurposed or decommissioned, and land use can be changed 
in response to changing market conditions and policy and 
the increasing scarcity and value of environmental goods and 
other ecosystem services—but at least it provides a concrete 
boundary for the GHG analysis. A report commissioned and 
released by the U.K.’s Renewable Fuels Agency, on the other 
hand, implicitly lobbies for a much shorter analytical time 
frame, arguing that net carbon benefi ts should become posi-
tive when aggregated over a much more conservative10-year 
pay-back period (Renewable Fuels Agency, 2008).

While the amortization period determines the time range over 
which costs and benefi ts will be considered, the discount rate 
selected determines how a unit of emissions at the beginning of 
that time frame will be weighted relative to a unit of emissions 
at the end of the time frame in aggregating carbon costs and 
benefi ts. A discount rate of zero weights all carbon emissions 
across time equally, while a high discount rate suggests that 
carbon emissions (or avoided emissions) in the future should be 
considered less harmful (or less benefi cial) than carbon emis-
sions or avoided emissions today. The 30-year studies above 
chose a discount rate of zero, but the EPA is considering use of 
a non-zero discount rate in its GHG calculation methodology 
under RFS II. Unfortunately, selection of an “appropriate” 
discount rate for such purposes is as problematic as selection 
of an amortization period.5

Discount rates in cost/benefi t analysis are generally used to 
capture observed decision-making behavior in capital markets. 
It is argued that in a world with scarce resources for investment, 
we should compare growth rates of other capital investments in 
deciding our optimal investment paths over time. The discount 
rate therefore captures some measure of the opportunity cost 
of not investing in other capital-improvement activities and 
instead investing in the project under consideration. That 
opportunity cost should also refl ect a risk premium arising 
from the uncertainty associated with future outcomes of that 
investment decision (Howarth, 2005). 

Because discount rates are generally used in the context of in-
vestment decision-making to refl ect the “time value of money”, 
they are usually applied to monetary units, such as costs or 
benefi ts, rather than to physical units such as tons, million 
metric tons of carbon equivalent (MMTCE), or lbs per acre. 
Although the practice of using discounting to estimate the 
“time value of carbon” in assessing carbon mitigation options 
is becoming more common (Stavins and Richards, 2005), a 
great deal of disagreement exists about the validity of applying 
discounting principles to carbon units. In an early analysis of 
carbon discounting, Richards (1997) concludes: “(T)he choice 
of whether and how to treat the time value of carbon emis-
sions reductions depends very much upon the policy context 
for which the analysis is designed.”

To understand the practical implications of incorporating a 
discount rate into GHG accounting methodologies, consider 
the question of temporary carbon storage. Put simply, is there 
any reason to invest in mitigation projects that will capture 
carbon today and then release an equivalent amount of carbon 
in 50 years? Ideally, this study would be conducted as a cost/
benefi t analysis, with explicit inclusion and comparison of 
emission cost and benefi t functions over time. It would be de 
rigeur to include a discount rate in such an analysis, though 
interested parties may never agree on what that discount rate 
should be.

In practice, however, explicit cost and benefi t functions for 
carbon emissions are often not available to analysts, nor are 
the resources to develop them.6 GHG accounting methodolo-
gies therefore instead address whether a “net carbon benefi t” 
exists by focusing on the physical carbon unit itself. In the 
temporary storage case described above, a discount rate of 
zero would yield a net carbon benefi t of zero, suggesting that 
such a project would be neither benefi cial nor harmful from a 
greenhouse gas perspective. A positive, non-zero discount rate, 
on the other hand, would yield a positive carbon benefi t. The 
decision about whether the estimated carbon benefi t would be 
“worth” the cost of the mitigation project then would depend 
on additional analyses about project cost and comparison to 
other mitigation options.

When transferring the discounting practice over to physical 
units, it is important to recognize that, despite a failure to 
include explicit benefi t and cost curves in the analysis, the 
estimated time value of carbon is nevertheless a function of 
underlying curves that are assumed to drive changing “carbon 
values” over time. In such studies, the discount rate must 
therefore capture more than just the “time value of money” 
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dynamic generally associated with discounting practices. An 
appropriate physical carbon discount function form and rate 
must also refl ect very complicated relationships among vari-
ables such as the rate of change of the damages produced by 
atmospheric GHG stocks (which refl ects changing assumptions 
about available mitigation technologies), the persistence rate of 
GHGs in the atmosphere, initial GHG stock levels, etc. (Rich-
ards, 1997). Simple extrapolations from default monetary or 
market discount rates, or even the lower “social rates of time 
preference” often used in intergenerational analyses, are not 
appropriate except under very restrictive assumptions about 
the shape of the marginal damage curve from carbon emissions 
and its relationship to atmospheric stocks.

Dissecting the physical discounting process
The purpose of comparing physical carbon emissions in the 
future to physical carbon emissions in the present through 
some sort of discounting procedure is essentially to evaluate 
how the value of the damage caused by a unit of emissions in 
the future will compare to the value of the damage caused by 
a unit of emissions today. The process of applying a discount 

rate to carbon tonnage is a “short cut” to information about 
how the value of damages changes over time that skips a se-
ries of important steps related to translating physical impacts 
into economic impacts. To clarify what we are doing when we 
discount carbon tons, it helps to fi rst describe the step that we 
are skipping. It is only by understanding the steps that we are 
leaving out that we can understand whether, and how, physical 
carbon discount rates can be used as an appropriate short cut 
to achieve the accounting objectives.

Figure 1 and the following sections will attempt to clarify those 
steps and to introduce a more precise vocabulary for the discus-
sion of carbon discounting in the context of GHG accounting 
for biofuel-related land-use change. Creation of a common 
understanding of the complex concepts that underlie carbon 
discounting and how they impact the value of the discount 
rate and other time-related parameters that should be used in 
carbon discounting is a critical step toward using discounting 
appropriately in GHG quantifi cation methodologies.

There are two distinct time horizons illustrated in Figure 1: the 
“project horizon” and the “impact horizon.” In the context of 

 

   Figure 1.  Distinct time horizons exist when evaluating GHG emissions impacts over time.
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land-use conversion for biofeedstock production, the project 
horizon refers to the period of time over which biofeedstock 
production on that land will result in avoided petroleum fuel 
use. This is, in a sense, the “lifetime” of the biofuel project 
that is driving the initial land-use conversion to biofeedstock 
production, or the length of time that biofeedstocks will be 
produced on that land before the land moves into some other 
use.

The “project horizon” is a planning construct. It represents a 
prediction about how long converted land is likely to remain in 
feedstock production. That prediction captures the period of 
time over which benefi ts from reduced emissions due to biofuel 
production on that land will continue to be generated through 
avoided petroleum use. There are several factors that could 
shorten the expected cultivation time, including: the advent 
of alternative transport fuel technologies such as electricity, 
the commercialization of waste-sourced biofuels to replace 
crop-based biofuels, and policy changes such as reduction or 
elimination of subsidies to biofuels or biofeedstocks. 

The “impact horizon” on the other hand, is largely a physical 
construct that refl ects how long a unit of emissions, once it 
enters the atmospheric carbon stock, continues to signifi cantly 
contribute to warming and the damages caused by that warm-
ing. Because greenhouse gases persist in the atmosphere and 
produce warming over time, the damage created by a unit of 
emissions in any time period includes a stream of warming 
potential into the future. The “impact horizon” is likely to be 
much longer than the “project horizon” because, although the 
emissions reductions associated with biofuel production will 
cease as soon as the land is moved out of feedstock production, 
the atmospheric benefi ts of those reductions continue. Simi-
larly, the atmospheric impacts of the carbon dioxide emissions 

from the initial conversion will continue to be felt long after 
the land has moved into other uses. The distinction between 
these two time periods refl ects the momentum of land-use 
decisions made within the project horizon by acknowledging 
the persistence of emissions in the atmosphere and the cas-
cading impacts of those emissions over time on the damages 
expected from global warming.7 

Appropriate GHG accounting for biofuels-related land-use 
change must recognize the distinction between these time 
horizons. Designing a quantifi cation scheme around a single 
time horizon that equates the impact horizon with the project 
horizon creates tension in the establishment of an appropriate 
length for that single horizon; extending the single horizon 
allows one to capture the implications of persistent carbon in 
the atmosphere, while shortening it makes it more reasonably 
refl ective of how long land is likely to stay in cultivation. In fact, 
the time scales of the two horizons are completely different 
and should be treated as such.

Selection of an appropriate discount rate or rates once relevant 
horizons have been identifi ed
As illustrated above, there are two distinct time horizons that 
must be considered in such analyses. Each of the distinct time 
horizons has its own associated stream of impacts and its own 
challenges for aggregating those impacts over time. Each sepa-
rate aggregation procedure requires careful consideration of an 
appropriate discount rate for that aggregation (Figure 2).

Consider fi rst the “impact horizon”, which encompasses the 
path of warming impacts that result when a unit of carbon is 
emitted, regardless of when that emission occurs. The objec-
tive of aggregating over that time horizon is to associate a unit 
of carbon emissions in a given period with a single measure of 

   Figure 2. Discounting emitted carbon tons is a short cut for estimating two distinct rounds of “implicit” discounting, 
       or carbon weighting.
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damage that refl ects the “cost” of that emission over time, or, 
conversely, the “benefi t” of preventing that emission in that 
time period. There are several variables that affect the path 
of damage over time that is expected from a unit of emissions. 
One of these is the rate at which atmospheric carbon decays 
over time as carbon is re-absorbed into biotic sinks such as 
forests and oceans. The way in which this decay is represented 
varies, with some authors using a fi xed decay rate applied 
to atmospheric stocks (Richards, 1997) and others using an 
exponential decay function that refl ects a declining rate of 
carbon decay over time (Fearnside et al., 2000). In both cases, 
this variable refl ects the purely physical dynamic of the per-
sistence of carbon in the atmosphere over the impact horizon 
and translates a unit of emissions into an atmospheric carbon 
stock impact over time.

The second relationship defi ning the path of damage expected 
from a unit of emissions is the relationship between carbon 
stock and the damage expected from that stock. This rela-
tionship translates the physical stock dynamic described by 
the decay function into a measure of the cost implications of 
that stock response and moves the “impact horizon” into the 
realm of economics. Although there are many simplifying as-
sumptions used in different analyses of carbon stock damage 
over time, such as the assumption that marginal damages are 
not stock-dependent at all or that they are linearly related to 
stock, the reality of this relationship is likely more complicated 
than such assumptions suggest. Although such simplifi cations 
improve the analytical tractability of the problem, they are 
diffi cult to justify for any other reason. 

So in any time period, a unit of emissions is associated with 
a path of expected damages over time that refl ects both the 
impact of that unit on atmospheric carbon stocks over time 
and the impact of those carbon stocks on damages from global 
warming over time. Integrating that damage path over the 
impact horizon produces a single value for the expected costs 
associated with a unit of emissions in a given time period. Be-
cause these impact fi gures are monetary, one might also include 
an economic discounting term in that aggregation procedure 
in order to refl ect the “time value” of the cost and benefi t 
numbers. (Failure to use a discount rate can be considered 
simply a special case of discounting where the discount rate 
chosen is equal to zero.)

Once a path of emission damages has been condensed into a 
single cost number associated with a unit of emissions (or a 
single benefi t number associated with an avoided unit of emis-
sions) in each time period, the second round of aggregating 

over time occurs. In the second round, the objective of the 
aggregation is to calculate a single total present value of all 
the carbon emission costs and avoided emission benefi ts that 
occur over the project horizon. Unlike the fi rst round of ag-
gregation, this is a fairly straightforward process of discount-
ing cost and benefi t fi gures over a fi nite time horizon using 
economic discounting. 

It is quite likely that appropriate discount rates will differ be-
tween the project horizon and the impact horizon. Selection 
of an appropriate discount rate for the impact horizon should 
consider the relevant biophysical variables described above, 
and the emerging literature on declining discount rates and 
the role of uncertainty in discounting over long periods (Guo 
et al., 2006). The discount rate used over the shorter project 
horizon, on the other hand, may refl ect the higher interest 
rates used to capture market opportunity costs over shorter 
investment horizons. The result of such an analysis could be 
very different discounting structures applied to the two distinct 
time horizons.

Complications in the application of monetary discount rates 
to physical carbon units arise when “current value” estimates 
of marginal damages from a unit of carbon emissions are 
expected to change over time. “Current value” estimates are 
estimates of marginal damage expressed in terms of the value 
at the time of emission. In the scenario illustrated in Figure 2, 
these values correspond to the values A and B. These values 
have been calculated using a discount structure from the time 
of emission forward, but that value has not been discounted 
back to the present.8 If A=B for all time periods in the project 
horizon, then regardless of the discount rate structure applied 
to the impact horizon, the appropriate discount rate to apply to 
carbon units is whatever discount rate is selected as theoreti-
cally appropriate for the project horizon discount procedure 
illustrated above.9

The assumption of constant marginal damages is a very limit-
ing case, however. There are many possible causes of non-
constant marginal damages over time. These possible causes 
include atmospheric carbon degradation rates that vary with 
atmospheric carbon stock and paths of marginal damage that 
vary non-linearly with atmospheric carbon stock. The former 
dynamic would exist, for instance, if greater atmospheric 
carbon levels result in faster dissipation of carbon from the 
atmosphere through carbon fertilization impacts, or impacts of 
increased carbon on absorptive capacity of terrestrial and ocean 
carbon pools. Non-linear marginal damages exist if the impact 
of an equivalent change in atmospheric stock is expected to 
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vary depending on the original stock level. Catastrophic atmo-
spheric carbon thresholds are an extreme example of non-linear 
impacts; damages that are assumed to be a quadratic function 
of atmospheric stocks are another. 

In a theoretical exploration of the concept of discounting 
physical units, Richards (1997) arrives at the following gen-
eralizations (which have been reworded to fi t the context 
described here):

• If the marginal damages from emissions are growing over 
time (i.e. if B > A in Figure 2), then the discount rate 
chosen for the project horizon will be higher than appro-
priate for application to carbon units. 

• If marginal damages are growing over time at a rate equal 
to the discount rate that has been chosen as appropriate 
for the project horizon, then the appropriate discount 
rate to apply to physical carbon units is zero.

• If marginal damages are growing very quickly over time, 
then emissions reductions later in time have higher value 
than earlier reductions, and the appropriate discount rate 
to apply to carbon units may even be negative.

The increasing marginal damages over time can be caused 
by a rapidly increasing atmospheric carbon stock, or by a 
marginal damage function with rapidly increasing damage 
as a function of stock. Either of those scenarios will cause 
marginal damages to increase rapidly over time, which causes 
the appropriate carbon discount rate to fall below the “proj-
ect horizon” discount horizon, and possibly even fall below 
zero. A negative carbon discount rate will bias the analysis 
toward projects with current emissions over those with later 

emissions (or with later reductions over those with current 
reductions). 

Note that if marginal damages are increasing at a non-constant 
rate, it is likely that an appropriate carbon discount rate will 
also be non-constant. In the scenario where marginal damages 
from emissions are assumed to be increasing at an increasing 
rate with atmospheric carbon stock, for instance, an appro-
priate physical carbon discount rate structure is one with a 
discount rate that declines over time at a decreasing rate.

ADDITIONAL NOTES ON ACCOUNTING STRUCTURE AND VARIABLES

Rolling versus fi xed impact horizon
Note in the graphs above that the impact horizon is depicted 
as a rolling horizon. In other words, the impacts of a unit of 
emissions are measured over the same number of years, re-
gardless of whether that emission takes place at the beginning 
of the project horizon or at the end. The alternative scenario 
would be a “fi xed horizon.” A fi xed impact horizon is measured 
relative to year 0 in the accounting methodology, rather than 
relative to the year in which the emission occurs, so that the 
impacts of emissions in later years are measured over fewer 
years than the impacts of emission in earlier years. For a fi xed 
impact horizon, Figure 2 would be modifi ed to appear as in 
Figure 3.

The problem with establishing a fi xed impact horizon is that 
this methodology will automatically favor projects whose emis-
sions are deferred to the end of the project horizon.10 This 
bias occurs because the impact of emissions occurring at the 
end of the project horizon is measured over fewer years than 

   Figure 3. Discounting rounds with a fi xed impact horizon.
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the impact of emissions occurring early in the project horizon; 
it is an artifact of the measurement truncation that does not 
refl ect a legitimate difference in damage incurred between 
early and late emissions. In the context of emissions quantifi ca-
tion for biofuel production projects, this bias means that the 
early carbon costs associated with the initial conversion will 
be weighted relatively more heavily than the later benefi ts as-
sociated with displaced carbon emissions from avoided gasoline 
use. Although such a result may emerge analytically from use 
of certain marginal damage functions or from use of a non-zero 
discount rate, there is no theoretical justifi cation for artifi cially 
exacerbating that effect through use of a fi xed impact horizon. 
For that reason, impact horizons should usually be measured 
on a rolling basis as shown in Figures 1 and 2.11

The dissipation rate of GHGs in the atmosphere 
The path assumed for carbon decline in the atmosphere can sig-
nifi cantly impact the appropriate carbon discount rate through 
its impacts on the path of marginal damages expected from a 
unit of emissions. Although for analytical ease it is tempting 
to characterize carbon decline as a fi xed proportion of stock, 
as Richards (1997) does, in fact the precise path of decay is 
more complicated than that. The 1996 IPCC revisions, for 
instance, described an atmospheric carbon decay model with 
a more rapid decline in early-year atmospheric carbon than 
prior reports had. Fearnside et al. (2000) found that using the 
revised stock decline model signifi cantly increased the value 
of temporary carbon sequestration, suggesting that a higher 
carbon discount rate would be appropriate with the revised 
expectations about stock decay.

Although not relevant to the land-use related carbon account-
ing issue discussed here, which focuses specifi cally on carbon 
impacts, the importance of dissipation rates in infl uencing 
appropriate discount rates becomes particularly important 
when comparing mitigation efforts across GHGs with differ-
ent atmospheric persistence rates. The existence of different 
“half-lives” in the atmosphere suggests that there might be 
signifi cant differences in the “appropriate” emissions discount 
factor applied across different GHGs.12

Damage functions, technological change, and the risk of 
catastrophic “phase shift”
One of the defi ning characteristics of the damage functions as-
sociated with atmospheric carbon stock system is the potential 
for irreversible change in the form of melting ice caps, changing 
ocean current patterns, etc. when certain atmospheric carbon 
stock and warming levels are reached. Although this risk is 

often ignored as a simplifying assumption in analyzing future 
costs of climate change, the existence of irreversible tipping 
points or “phase shifts” implies that GHG emissions from the 
present cannot be fully mitigated by a comparable level of se-
questration once that phase shift has occurred. The potential 
for irreversible change is one of the signifi cant determinants of 
the expected damage function for GHG emissions that must be 
considered in determining how to compare current to future 
emissions, and is one of the most convincing arguments for 
the need to make some sort of distinction between current and 
future, or pre-change and post-change, emissions.

In any scenario with an increasing risk of catastrophic system 
change, or phase shift, as atmospheric carbon stocks increase, 
the possibility that current emissions may expedite such a col-
lapse must be considered in determining how current GHG 
emissions compare to future carbon emissions. The appropri-
ate discount rate will depend on the assumptions made about 
this risk and about exogenous changes in technology that can 
help reduce that risk. This argument refl ects the “buying time” 
justifi cation for carbon discounting, which states that current 
emissions should be considered more important than future 
emissions because in the future there will be more technologi-
cal options for mitigating carbon emissions. According to that 
argument, weighting current carbon emissions more heavily 
than future emissions therefore “buys time” for mitigation 
technology, such as carbon capture and storage, to be devel-
oped and implemented.

This argument, however, is critically dependent on the premise 
that technological improvement will increase quickly enough to 
out-pace increases in marginal damage arising from increasing 
atmospheric stocks. That premise refl ects embedded assump-
tions about the relationship between stocks and marginal dam-
ages and the rate of change in available mitigation technology. 
As described by Richards (1997), cases can exist where rapid 
growth in marginal damages over time leads to the conclusion 
that later carbon emissions are more important to present 
expectations of damages than current emissions are. In such 
cases, later reductions are considered more valuable—and later 
emissions more harmful—than their “current” counterparts, 
suggesting that a negative carbon discount rate may actually 
be the most appropriate for capturing the behavior of expected 
emissions damages over time under certain scenarios.

Reversion of feedstock production acreage
Several researchers have raised the possibility that revegeta-
tion of land after feedstock cultivation could lower the net 
carbon impact of land conversion for biofuel production by 
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re-sequestering some of the carbon originally released (De-
lucchi, 2008). Some stakeholders argue that it is an error to 
neglect this possibility in GHG quantifi cation for biofuels, as 
a failure to account for this “salvaged carbon effect” would 
result in an overly large carbon cost associated with initial 
land conversion. 

It is certainly true that managed reforestation of retired 
feedstock acreage could recover a signifi cant amount of lost 
carbon and that even unmanaged land abandonment might 
result in a slight recuperation of carbon losses. However, in 
the absence of post-project polices that guarantee that lands 
will be revegetated or rehabilitated, there is no assurance 
that “salvaged carbon” will be reclaimed. It is also possible 
that land would be converted to food production, grazing, 
or development, and additional losses could be incurred at 
that time. Because post-project land-use policies would be 
diffi cult, if not impossible, to implement and enforce, it is 
more appropriate to consider post-project salvaged carbon 
value as part of a second, independent land-use change that 
occurs when the biofuel project itself has terminated. We do 
not believed, therefore, that this “salvaged carbon” should be 
included in the quantifi cation of the carbon associated with 
biofuels-related land-use change. 

It is worth noting additional concerns about the argument that 
loss of biomass-based GHG sequestration is reversible and can 
therefore be “undone” at the end of the project horizon with 
revegetation of the land area used. Research in the Amazon 
suggests that land-use activity in the forest increases risk of for-
est fi re, causing additional carbon losses in neighboring forests, 
and that such fi res increase the forest’s susceptibility to further 
burning (Nepstad et al., 2008). Such land-use changes are also 
associated with irreversible changes such as fragmentation of 
existing natural habitat, expansion of degraded “edge” habi-
tat, and loss of native species and biodiversity. The potential 
for irreversible change along other social and environmental 
dimensions highlights the need for a more comprehensive 
defi nition of the sustainability of biofuel production than that 
captured by the GHG requirements alone.

Assumptions about endogeneity versus exogeneity of atmospheric 
carbon stocks in selection of an appropriate discount rate
The process of selecting a carbon discount rate that is described 
here is highly sensitive to the assumptions made about the be-
havior of atmospheric carbon stocks. In selecting an appropri-
ate carbon discount rate, one can assume that atmospheric car-
bon stocks are changing either exogenously or endogenously. 

An assumption of exogeneity means that the analyst assumes 
some path of atmospheric carbon change that is outside the 
control of the analyst, and therefore the analytical task is simply 
to explore the marginal impacts of a small set of projects on 
that “predetermined” path of atmospheric carbon stock. This 
is, in a sense, a private, project-based approach to selection 
of a discount rate. The analyst takes the aggregate impact of 
all other emissions behavior on atmospheric carbon stocks as 
“given”, and then explores the impact of their own emissions 
paths within that scenario in order to select an appropriate 
discount rate to apply to carbon units for their project.

A more “social” approach to selecting a discount rate is to 
assume that atmospheric carbon stocks are changing endog-
enously. In that case, it is assumed that the whole path of 
atmospheric carbon change will respond to the discount rate 
chosen, so that there is no portion of the stock change that is 
“given” and independent of the discount rate chosen. Clearly, 
such an assumption is only appropriate if all projects involving 
carbon emissions evaluate their emissions over time using the 
same discount rate and therefore make emissions decisions us-
ing the same expectations of future atmospheric carbon stock 
behavior and the damages that could arise.

The generalizations provided in this paper about the relation-
ship between non-constant marginal damages and an appro-
priate carbon discount rate are based upon an assumption of 
exogenously changing atmospheric carbon stocks. Given the 
global debate about atmospheric warming, and the uncertainty 
surrounding the various impact and cost relationships de-
scribed in this paper, it is unlikely that anything approximating 
a “consensus” carbon discount rate will be arrived at anytime 
soon. However, any game theorist can tell you that the behavior 
emerging from a scenario in which all players make decisions 
taking everyone else’s behavior as exogenous is often not the 
“best case” outcome. It is therefore critical when discussing 
project-based selection of a discount rate to understand how 
that process fi ts into the broader, social context of selecting an 
optimal emissions path and discounting structure.

In this context, imagine that projections of rapidly increasing 
atmospheric carbon stocks lead project managers or regulators 
to select lower carbon discount rates that bias project analysis 
towards projects with current rather than later emissions. The 
logic underpinning that bias is that since later atmospheric car-
bon stocks will be large and will cause later emissions to have 
large damage impacts (regardless of what the project does), it 
is better from a project perspective to emit carbon now, when 
impacts are smaller. But if everyone exercised that logic in 
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planning projects with carbon impacts, the result could be a 
relatively rapid escalation of atmospheric carbon and a rapid 
incurrence of increased damages. 

If instead all carbon players cooperated in choosing a carbon 
discount rate, the selected discount rate, and the path of ex-
pected atmospheric carbon and damages, could be completely 
different. In such a case, the appropriate carbon discount rate, 
if any, would depend upon the relative values of the marginal 
costs of control versus marginal damage and how they change 
over time (Richards, 1997). The choice of an appropriate social 
discount rate emerges from the broader choice of an optimal 
path of emissions that balances costs and benefi ts; the two 
decisions are made simultaneously. The narrower choice of 
a project-based discount rate does not address the issue of 
an optimal aggregate emissions path over time or how the 
discount rate chosen will affect that path. The two approaches 
are not completely independent, however. If a project manager 
is reasonably certain that all other carbon emitters will use a 
consensus discount rate, that assumption impacts the assumed 
exogenous carbon path, which impacts the private discount 
rate chosen. As regulators tackle the question of carbon dis-
counting over a broader array of projects and sectors, it will 
become important to understand how this decision-making 
interaction occurs and its implications for aggregate carbon 
emissions over time.

CONCLUSIONS AND POLICY IMPLICATIONS

The extension of discounting to physical carbon units lacks the 
theoretical foundation that justifi es its use with monetary units. 
Use of a simple discount factor on physical units is, in fact, a 
poor substitute for an explicit representation of the complex 
warming and damage dynamics associated with those units. 
It is therefore always preferable to avoid the use of physical 
discounting and instead include a full analysis translating 
emission fl ow impacts into cost and benefi t impacts that can be 
appropriately discounted using traditional fi nancial methods. 
If the use of physical carbon discounting as a policy “shortcut” 
is unavoidable, however, the process will only be meaningful 
if an effort is made to select a discount rate that captures the 
relevant underlying impact and cost dynamics: the decay rate of 
the gas in the atmosphere, some representation of the relation-
ship between stock and warming damage, and an economic, or 
social, discounting term. It is therefore a non-trivial exercise 
to select an appropriate carbon discount rate, and not one that 
can extrapolate directly from the range of numbers generally 
used for economic discounting.

Fundamental to the selection of an appropriate physical dis-
count rate (or rates) will be recognition that the project horizon 
and the impact horizon are distinct time horizons that must be 
defi ned independently of each other and of the carbon discount 
rate. It is not appropriate to lump the two together into a single 
analytical time horizon that attempts to simultaneously capture 
the physical dynamic of emissions impacts over time and the 
policy or project dynamic of changing emissions from a parcel 
of land over time. For example, selection of a single 100-year 
time horizon in an attempt to capture the lasting impacts of 
carbon in the atmosphere will greatly over-estimate the likely 
period over which carbon benefi ts from the land conversion will 
continue to accrue. And while use of a non-zero discount rate 
can make selection of the amortization period less signifi cant 
in infl uencing results, it does not preclude the need to select 
a period that is theoretically justifi able. In other words, while 
use of a non-zero discount rate may make the analytical results 
emerging from a 100-year analysis look more similar to those of 
a 30-year analysis (by discounting the latter-year results), use 
of a larger discount rate is not suffi cient justifi cation for using 
the 100-year rather than the 30-year horizon. The only way to 
defi ne a theoretically justifi able analysis period is to break out 
the relevant analytical horizons and defi ne them separately.

The time analysis variables are critical in infl uencing the mag-
nitude of the net carbon benefi t (or loss) estimates associated 
with an activity or project in any GHG accounting framework. 
In the context of evaluating the net GHG emissions associ-
ated with land-use conversion for biofuel production, use of 
a higher discount rate will tend to produce more cautionary 
results about the benefi ts of land conversion by discounting 
the latter year land-conversion benefi ts of displaced gasoline 
use but leaving the early-year conversion costs relatively intact. 
Use of a single, longer amortization period tends to have the 
opposite effect—increasing net benefi ts relative to net costs 
by including more years of benefi ts in the analysis. 

The relevance of physical carbon discounting is not limited 
to the biofuels sector; similar issues are being debated in the 
forestry sector, for instance, to address issues of how to value 
temporary carbon storage. As diverse as the potential appli-
cations of physical carbon discounting are, those applications 
share many elements, such as the dual time horizons and dis-
counting structures, sensitivity to common assumptions about 
carbon residence time in the atmosphere, and cost estimates 
for warming impacts. Further development of a vocabulary 
and a common analytical structure for evaluating scenarios 
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involving carbon discounting will therefore be broadly ap-
plicable across sectors. 

Given the ongoing debates about discounting in the world of 
environmental project evaluation, regulators and rule-makers 
must develop stronger justifi cation and greater transparency in 
the selection of the discounting fi gures that are used to support 
regulatory accounting efforts. If the practice of applying carbon 
discount rates in GHG accounting is adopted into the GHG 
accounting methodologies attached to the current low-carbon 
regulatory policies, it is critical that selection of an appropriate 
discount rate be awarded the attention that it requires and that 
it capture the underlying atmospheric damage dynamics that it 
is supposed to refl ect. It is not appropriate to rely on a simple 
transferral of the monetary discount rates, or of the social 
discount rates often used in longer-term or intergenerational 
analyses, because the factors that are implicitly represented 
by a physical discounting term go far beyond those related to 
the changing value of money over time.
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NOTES
 1. Other analyses have yielded more moderate fi gures for indirect 

impacts by changing Searchinger’s assumptions about crop yields, 
advances in conversion technology, and distribution of land types 
that are ultimately converted.

 2. Net emissions are the total emissions associated with producing 
and using the fuel minus the avoided emissions associated with not 
producing and using an energy-equivalent amount of fossil fuel.

 3. Land for expanding biofuel production can come from a number 
of sources, including existing cultivated land, retired or abandoned 
cropland, unmanaged grasslands, or forest. The carbon implica-
tions of the land-use conversion differ widely depending on the 
pre-existing land use. To illustrate the concepts of GHG accounting 
introduced in this paper, we present a hypothetical case of forest 
conversion.

 4. Carbon losses may be deferred when biomass carbon is stored in 
wood products rather than released upon land conversion. The 
discussion that follows can be modifi ed to accommodate that case, 
but we don’t specifi cally address it in the general framework that 
follows. Current carbon quantifi cation best practice conventions 
for land-use change assume that all biomass counts as an emission 
when it is harvested, in part because the questions addressed in 
this paper about the “value” of deferring carbon emissions by stor-
ing them in wood products have not yet been resolved.

 5. “Philosophers and economists have conducted vigorous debates 
about how to apply discount rates in areas as diverse as economic 
growth, climate change, energy, nuclear waste, major infrastructure 
projects, hurricane levees, and reparations for slavery,” explains 
William Nordhaus (2007). Nordhaus has fi rst-hand experience in 
such debates; he was involved in a high-profi le dispute with Nicho-
las Stern about the Stern Review’s use of a near-zero discount rate 
in its analysis of the economics of climate change (Stern and Taylor, 
2007).

 6. As in the quote from Richards (1997) above, this paper uses the 
term “carbon emissions” synonymously with “carbon dioxide emis-
sion.”

 7. In a recent report on biofuels and GHG accounting, O’Hare et al. 
(2009) refer to the project horizon as the “production period” and 
the impact horizon as the “analytic horizon.”

 8. Once “current values” are discounted, they are called “present 
values.” Current values are the values that would be current at the 
time of emission, while present values are those values discounted 
back to the present.

 9. The discount rate structure applied to the impact horizon, how-
ever, must be identical for all units of emissions over the project 
horizon. The structure itself can be quite sophisticated, involving 
declining discount rates over time for instance, but it must be 
identically applied to all units of emissions. If a non-identical dis-
count structure is applied to the emissions, it will result in changing 
current value estimates of damages, and this conclusion no longer 
applies.

 10. Analogously, the method will favor those projects whose displaced 
emissions occur early in the project horizon.

 11. There is a third way in which time can enter policy analyses for 
GHG reductions, and that is through the specifi cation of target 
dates for achievement of an objective. California’s Low Carbon 
Fuel Standard, for instance, calls for a 10 percent reduction in the 
average carbon intensity of California’s transport fuels by 2020. 
While such formulations may imply that we are not concerned 
about impacts beyond 2020, and that a fi xed impact horizon trun-
cated at 2020 is therefore appropriate, a closer examination of the 
quantifi cation methodology and purpose will usually show that is 
not the case.

 12. This is in some ways analogous to the fact that differing half-lives 
mean that, among a set of GHGs, relative global warming poten-
tials (GWPs) will vary depending on the analysis horizon chosen.


